
Data analysis and Geostatistics 
Short Course on the use of statistical techniques 
in the geosciences

Vincent van Hinsberg • McGill University 

Geotop Short Course in Data Analysis and Geostatistics 
Time series analysis

Time series analysis

aims: detect trends and systematics with time for process identification 
and to predict the future

time is only rarely absolute, in most cases we have only qualitative information on 
time (strat sequence, growth zoning, younger-older)

Time is a critical variable in geology and a whole subfield of geostatistics 
is devoted to it: time series analysis

Time series analysis - Markov chain

Systematics in the lithology changes for a log (time is qualitative)

strat log

sh s c l total

sh 0 3 0 1 4

s 0 0 3 0 3

c 2 0 0 1 3

l 2 0 0 0 2

total 4 3 3 2 12

to

fro
m

transition matrix

sh s c l total

sh 0 3/4 0 1/4 1

s 0 0 1 0 1

c 2/3 0 0 1/3 1

l 1 0 0 0 1

total

to

fro
m

transition prob matrix

find systematic chains: sh —> s —> c —> sh

l —> sh —> s —> c —> l

are these sequences significant or pure chance ?



Time series analysis - Markov chain

Systematics in the lithology changes for a log (time is qualitative)
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l 1 0 0 0 1

total
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m
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m

strat log transition matrix transition prob matrix
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Time series analysis - Markov chain

Systematics in the lithology changes for a log (time is qualitative)
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sh s c l total

sh 3.2 2.8 1.2 0.8 8
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observed expected

2

X20.05:9 = 16.92 : calc exceed critical : not random

X2calc =  19.23
df = (c -1)(r-1) = 9



Time series analysis - randomness of events

The past is the key to the future: but only if the past was non-random !

Etna eruptions VEI 2

periode 1890 - 2015: 44 eruptions
split this up in 25 year time periods: 1890 - 1915:


1915 - 1940:

1940 - 1965:   

1965 - 1990:

1990 - 2015:

11

5

8

14

6

11

5

8

14

6

obs exp
8.8

8.8

8.8

8.8

8.8

d.f. = class - 1 = 5 - 1 = 4

X2calc = 6.23

X20.05:4 = 9.488

x

same number of eruptions through 
time


however, non uniform spacing in 
time?

Time series analysis - randomness of events

The past is the key to the future: but only if the past was non-random !

Etna eruptions VEI 2

Time series analysis - randomness of events

The past is the key to the future: but only if the past was non-random !

Etna eruptions VEI 2

periode 1890 - 2015: 44 eruptions, 43 intervals
time between eruptions: <2:


2-4:

5-7:   

8-10:

19

14

5

5

obs

we will calculate the expected 
random occurrence from the 
Poisson distribution (2.3.7.3):


Ej = T · e(-n/T) · (n/T)j /j!   

where n = total no. events = 44, T = 
no. intervals = 43

Time series analysis - randomness of events

The past is the key to the future: but only if the past was non-random !

Etna eruptions VEI 2

periode 1890 - 2015: 44 eruptions, 43 intervals
time between eruptions: <2:


2-4:

5-7:   

8-10:

11-13:

14-16:

19

14

5

5

obs exp

15.46

15.81

8.09

2.76

0.71

0.14

exp

15.46

15.81

8.09

3.61

x

X2calc = 2.74

X20.05:3 = 7.815

d.f. = class - 1 = 3

suggests a random spacing in time


what about trends?



Time series analysis - randomness of events

The past is the key to the future: but only if the past was non-random !

Etna eruptions VEI 2

Spearman r analysis: Ho = no trend

   HA = trend

r’ = 0.07, puncorr = 0.65

the occurrence of an eruption has no 
info on occurrence of another

event no.

event number does not have a normal 
distribution: robust test

Time series analysis - systematics with time
Time series data consists of noise + signal: smoothing allows for noise 

to be reduced by assuming its frequency to be different

smoothing:

3 point average

smoothing:

weighted 
polynomial

Assessing periodicity in your time series: auto-correlation

Time series analysis - systematics with time
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Analysing multiple variables against time: cross-correlation

r = -0.09, puncorr = 0.41

r’ = -0.07, puncorr = 0.57

Time series analysis - systematics with time

air temperature

fumarole temperature



Analysing multiple variables against time: cross-correlogram

Time series analysis - systematics with time Time series analysis - periodicity

Analysing variables against time: periodogram

Time series analysis - periodicity

Analysing variables against time: periodogram

alpha = 1%

alpha = 5%

significant peak at 0.04 
—> 1/0.04 = 24 hours

raw data gives the same

period, but lower p

Time series analysis - periodicity

strongest peak at 0.089
—> 1/0.089 ≈ 11 years

This plot is essentially a histogram of 
the sum of squares for each frequency:


the amount of variance in the time 
series explained by each frequency



Geotop Short Course in Data Analysis and Geostatistics 
Regression analysis and curve fitting

Regression pitfalls
Regression is probably the most common statistical analysis performed on data, but 

few people fully understand the method
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Regression pitfalls

Rb
 (p

pm
)

95% confidence 
limits on slope

regression slope

meaninglessmeaningful 

the slope is always positive —> there 
is always a positive relation between 

the variables

the slope is both positive and 
negative —> there can be both a 
positive and negative correlation

Regression is probably the most common statistical analysis performed on data, but 
few people fully understand the method

Regression analysis

The conc. of a heavy metal in soils from all over Europe:

nice continuous distribution of the data; 

can describe it with a mean/median and 
stdev/IQR

conclusion; 

spread is large in the data, but there are 
no clear signs of pollution

0

20

40

60

80

100

120

20 42 64 86 108 130 152 174

mean = 92
stdev = 30
med = 93
n = 700

determine the natural background so you can set pollution criteria

however;    some samples were from heavily polluted sites, so why don’t they 

                     jump out in the total data set?

unlikely to be one background value: will depend on soil type, composition etc



Regression analysis

The content of a heavy metal in soils from all over Europe:

any soil with high organic matter content  
will have a natural enrichment


pollution will be an enrichment beyond 
that caused by organic matter

organic matter content completely controls the conc of this heavy metal:

but how can we correct for the organic 
matter contribution ?

need to quantify the relation between organic matter and heavy metal content 
allows organic matter influence to be subtracted from the bulk composition 

so soils can be directly compared

to quantify this relation: use regression analysis

% organic matter

pp
m
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u 
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l

Org. Matter = 
1.96*Cu + 1.18

Regression analysis- linear model
conduct a regression analysis on this data set:
Identify the dependent and the independent variable

Cu = 0.455*Org. 
Matter + 3.64

Org. Matter = 
2.20*Cu - 8

Y = b0 + b1X X = (Y - b0) / b1 =

 -b0/b1 + 1/b1Y

Regression analysis- linear model

X (% organic matter) is the independent variable, 

whereas Y (Cu content) is the dependent variable 

as it is a function of X

conduct a regression analysis on this data set:

where estimated value of Y at Xi

the intercept (Cu when no organics)
the slope of the data array

% organic matter
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this regression equation is an estimate of the population equivalent:


Yi = β0 + β1 Xi + εi   


where εi is an uncertainty term related to the variance in the data

Regression analysis - assumptions

assumptions (or requirements) for linear regression analysis:

εi  -  has to be normally distributed with a mean of 0 and variance σε2 

equal distribution of points on either side of the regression curve as well as along 

the curve (throughout the data range)

i.e. the deviation from a perfect fit and should therefore be centred on your fit

for every value of X, the corresponding values of Y are normally distributed

if this is not the case: have to switch to a robust regression technique


e.g. saturation level regression

μY for every X has to lie on a linear trend with σε2 variance around this 
trend (when fitting a linear trend)


i.e. the μY values should correctly describe the trend that you are modeling



Regression analysis - assumptions

assumptions (or requirements) for linear regression analysis:

μY for every X has to lie on a linear trend with σε2 variance around this 
trend (when fitting a linear trend)


i.e. the μY values should correctly describe the trend that you are modeling
1. that the regression coefficients and the intercept are meaningful 

(if not, the non-significant ones need to be removed from the 
regression model)


2. that the overall model is significant (using an ANOVA analysis, 
R2 is not sufficient)


3. that the assumptions are met (residual distribution)


4. that the model is not overly dependent on a single datapoint or 
variable; i.e. an outlier (Variance Inflation Factor)

Regression analysis - testing of the assumptions

assumptions (or requirements) for linear regression analysis that 
need to be tested:

Regression analysis - ANOVA

Let’s have a look at the data uncertainties in regression analysis

original data have associated uncertainty:

σx2 and σy2, however σy2 is not independent:

σy2 = β12 σx2 + σε2

where the first part describes the uncertainty explained by the 
regression and the second part the uncertainty that is not

The total deviation from the mean (i.e. the sum of squares) is of course 
preserved, so;


SSTOT  =  SSx + SSy  =  SSβ1x+βo + SSε  =  SSy + SSε


where the latter two represent the deviation along the regression 
curve and the deviation around the regression fit respectively

^

Regression analysis - ANOVA

When   SSy >> SSε   you have a good regression fit as most of the 
variance resides in the regression and there is only minimal variance 
remaining around this curve

We can use the sums of squares to determine goodness-of-fit;

When   SSy ≤ SSε   you have a poor regression fit as the deviation from 
your fit is equal or even larger than that along your fit

^

^

SSy =


SSε  =

^ the deviation between the predicted 
and the mean of Y = SSRegression

the deviation between the predicted 
and real value of Y = SSDeviation



Regression analysis - ANOVA

The ratio between SSR and SSTOT is an indicator for the 
goodness-of-fit; the coefficient of determination R2

R2 =  -------


R2 = 1:  perfect regression fit as regression describes the full 

variance in the data (SSR = SSTOT)


R2 ≈ 0:  no fit as the regression part of the variance is negligible 

(SSR << SSTOT)

SSR

SSTOT

Note: R ≠ r 

both relate the variance along a trend to the total variance in your data, but they are based on 

different assumption and have different requirements on the input data !

Regression analysis - ANOVA

var source sum of squares d.f. variance

regression SSR 1 MSR

deviation SSD n - 2 MSD

total SSTOT n - 1

Distribution of variance in regression analysis

what are the d.f. for each contribution?

deviation:  need β1 and β0 coefficients to determine the predicted 


   value of Y, which you need for SSD, so the d.f. = n - 2

regression:  only 1 degree of freedom as the slope fixes the relation 


     between the variables; can only shift curve up or down

total d.f.:  essentially the deviation in Yi from the mean of Y, so n - 1

MS = mean square

Regression analysis - ANOVA

var source sum of squares d.f. variance

regression SSR 1 MSR

deviation SSD n - 2 MSD

total SSTOT n - 1

variance = sum of squares divided by the degrees of freedom:

s2D = MSD = SSD / n-2        and        s2R = MSR = SSR / 1

This can be used to determine whether the regression fit is significant 
following our earlier ANOVA approach:


MSR has to be significantly larger than MSD at alpha:

F-test on the ratio of MSR and MSD       (H0; MSR = MSD)

MS = mean square

Regression analysis

What if the fit is not significant ?

1. there is no correlation between the variables

plot the data in a scatter diagram and check  


2. the correlation is weak and not significant due to lack of data

obtain more data or accept a larger value of alpha


3. the data are correlated, but the correlation is not linear

repeat the same exercise using a more appropriate curve:


quadratic:       Y = b1X + b2X2 + b0

exponential:    Y = b0 EXP(b1X)

reciprocal:       Y = 1 / (b1X + b0)

multiple linear: Y = b1X1 + b2X2 + b3X3 + b0



Linear regression with the statistics package PAST

data linear fit

Linear regression with the statistics package PAST

data linear fit - statistics

Linear regression with the statistics package PAST

data linear fit: are the coefficients significant ?

H0;  a = 0, b = 0

HA;  a ≠ 0, b ≠ 0

t α,df  = (a - 0) / stdev
t α,df  = (b - 0) / stdev

t (slope) calc =  8.16  >  t α,df = 2.08   -> reject H0

t (intercept) calc =  -1.59  <  t α,df = -2.08   -> accept H0

Linear regression with the statistics package PAST

data linear fit: is it significant ?

SSD =


SSR  =

= SSResidual

mean Y = 340

SSTOT = SSR + SSD R2 =  
SSR

SSTOT

SSD

SSR

SSTOT

345975

1153347

1499321

R2 = 0.77   



Linear regression with the statistics package PAST

var source sum of squares d.f. variance

regression SSR = 1153347 1 s2R = 1153347

deviation SSD = 345975 n - 2 = 20 s2D = 17299

total SSTOT = 1499321 n - 1 = 21

For the regression model to be meaningful, s2R has to be significantly larger 
than s2D at your chosen confidence level:

      F-test on the ratio of s2R and s2D       (H0; s2R = s2D)

s2D = SSD / n-2   and   s2R = SSR / 1

Fcalc = 66.67 > F0.05,1,20 = 4.35              The  model is meaningful

F-ratio is sufficiently high that we can reject the H0 hypothesis: 

the regression fit explains a significant part of the total variance and is 

therefore meaningful

Linear regression with PAST

residuals

Appropriate fit for this dataset

Even though the linear regression fit is significant, it is not 
necessarily the most appropriate fit for the data

linear fit 3rd polynomial fit

R2 = 0.77   R2 = 0.94   

Cubic regression with PAST

residuals

F-ratio is higher than before: a more significant model for the data. 


Chance of obtaining this result purely by chance: 1 / 100000000000



Regression and curve fitting in PAST Multiple linear regression with PAST

the composition of a soil will be the sum of the compositions of its 
constituents multiplied by their respective fraction in the soil:

the dependent is a linear combination of many independents:

clay quartz plag micas organic
Cu 25 0 5 120 2500
Pb 16 0.1 50 260 1200
Ni 8 0 3 14 890
Co 2 0 1 4 651
Zn 40 0.5 23 64 2200
Zr 8 4 16 4 56
Ti 120 8 8 140 80

Cu(soil) = Xclay*25 + Xqtz*0 + Xplag*5 + Xmicas*120 + Xorganic*2500

can derive the phase fractions by multiple linear regression

independents dependent

Multiple linear regression with PAST

can derive the phase fractions by multiple linear regression

Pearson correlation coefficient matrix

potential problem: organics strongly dominant control on soil composition

Multiple linear regression with PAST



can derive the phase fractions by multiple linear regression

t-test

on coeff.

contribution 
to R2

Multiple linear regression with PAST

probability that 
coefficient is 0

The regression model:

regression 
coefficients ± 

can derive the phase fractions by multiple linear regression

Multiple linear regression with PAST

The regression model:

very high 
Fcalc

Multiple linear regression with NCSS Multiple linear regression with NCSS - checks

no significant difference between 
regular and PRESS R2


no significant variance inflation

(VIF < 5-10) and tolerance close to 1


residuals are normally distributed



Multiple linear regression with NCSS

no trends between the residuals and the (in)dependent variables

very good regression fit that satisfies all the requirements for regression

Regression analysis allows you to define a model for your data 
that is predictive (both interpolative and extrapolative)

Regression summary

However, have to test that the model is meaningful by testing:

1. that the regression coefficients and the intercept are meaningful 

(if not, the non-significant ones need to be removed from the 
regression model)


2. that the overall model is significant (using an ANOVA analysis, 
R2 is not sufficient)


3. that the assumptions are met (residual distribution)


4. that the model is not overly dependent on a single datapoint or 
variable 

Robust regression

Deviations from normality, such as outliers, can have a major impact on 
regression coefficients and invalidate results. Unfortunately such datasets 
cannot always be avoided: use robust regression

Robust regression - Sen slope

One type of robust regression, which is especially suited to small sets of data 
is the Sen slope: 

The Sen slope involves calculating the slope of each combination 
of two data points, and then taking the median of these slopes as 
the robust characteristic slope

slope = ∆x / ∆y

for 5 data points: 10 slopes

Sen slope = median(10 slopes)



Robust regression - Sen slope
date

5-Dec 
6-Dec 
7-Dec 
8-Dec 
9-Dec 
10-Dec 
11-Dec 
12-Dec 
13-Dec 
14-Dec 
15-Dec 
16-Dec 
17-Dec 
18-Dec 
19-Dec 
20-Dec 
21-Dec 
22-Dec 
23-Dec 
24-Dec

shopping spending

35 
98 
45 
52 
67 
2 

76 
83 
84 
90 

112 
144 
12 

152 
166 
185 
208 
360 
810 
250

LS slope: 19.6

Sen slope: 10.1

   LS slope: 8.6

   Sen slope: 9.1

Day 4 - topics covered

• Markov chain analysis of transitions (strat. columns)


• (non-)randomness in time series data


• Auto- and cross-correlation among time series data


• Periodicity in time series data


• Dependent vs. independent variables


• Testing linear regression models


• Non-linear regression


• Robust regression


