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Abstract

In northern peatlands, subsurface ice formation is an important process that can control heat transport, groundwater flow, and bio-
logical activity. Temperature was measured over one and a half years in a vertical profile in the Red Lake Bog, Minnesota. To success-
fully simulate the transport of heat within the peat profile, the U.S. Geological Survey’s SUTRA computer code was modified. The
modified code simulates fully saturated, coupled porewater-energy transport, with freezing and melting porewater, and includes propor-
tional heat capacity and thermal conductivity of water and ice, decreasing matrix permeability due to ice formation, and latent heat. The
model is verified by correctly simulating the Lunardini analytical solution for ice formation in a porous medium with a mixed ice–water
zone. The modified SUTRA model correctly simulates the temperature and ice distributions in the peat bog. Two possible benchmark
problems for groundwater and energy transport with ice formation and melting are proposed that may be used by other researchers for
code comparison.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

The freezing and thawing of subsurface water in regions
experiencing subzero air temperatures can directly affect
numerous hydrogeological, and biological processes,
including the thermal regime, groundwater flow patterns,
groundwater recharge, and subterrain biological activity
[1–3]. Further, given the sensitivity of arctic regions to cli-
matic changes [e.g. [4,5]], understanding the processes that
control the formation and extent of ice is important.

The interaction of near-surface water and ice with the
regional groundwater regime also partly controls where
and the rate at which subsurface ice forms. For example,
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in northern peatlands the thermal regime is controlled both
by seasonal temperature fluctuations and the advection of
deeper, warmer water [6,7]. Ice in upper soils in these
regions can affect groundwater flow in complex feedback
mechanisms. For example, by forming a temporary confin-
ing zone, ice can both diminish upward discharge of
groundwater and potential recharge of aquifers by precip-
itation [8,9]. The melting ice may itself be controlled to
some extent by convection of heat [10]. Ice also affects
how contaminants may be transported in the subsurface
[e.g. [11]]. Thermal models in northern climates have been
used to reconstruct and estimate climate change. For these
reasons, it is important to establish models that simulate
conduction, advection, and water-to-ice phase changes.

The transport of heat in the subsurface is controlled by
conduction due to a temperature gradient [12] and can also
flow with energy transport and water–ice phase change: ..., Adv
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Nomenclature

Symbol Definition

cw
0 energy sources in the fluid

cs
0 energy sources in the solid grains

e porosity
ei fractional volume of ice
es fractional volume of solid matrix
ew fractional volume of liquid water
k thermal conductivity
ki thermal conductivity of ice
ks thermal conductivity of solid matrix
kw thermal conductivity of liquid water
q density of liquid water
qi density of ice
qs density of solid matrix
l viscosity of liquid water
X impedance factor
BT residual saturation temperature (Eq. (7))
ci heat capacity of ice
cs heat capacity of solid matrix
cw heat capacity of water
Ca apparent heat capacity
D dispersion tensor
I identity tensor
k permeability tensor
kr relative permeability
Lf latent heat of formation
m slope of linear freezing function
p pressure
Q ice content
Qp porewater inflow
Si saturation of ice
Sop specified pressure storativity
Sw saturation of liquid water
Swres residual saturation
t time

T temperature
T* temperature of the source fluid
Tair air temperature
TL freezing point temperature (Eq. (9))
v average fluid velocity
w fitting parameter for exponential freezing func-

tion

Lunardini solution

a1 thermal diffusivity of fully frozen zone
a3 thermal diffusivity of fully liquid zone
a4 thermal diffusivity of ‘mushy’ zone
c solution parameter for Eqs. (27) and (28)
cd dry unit density of soil solids
nf ratio of unfrozen water to soil solid mass for

frozen zone
n0 ratio of unfrozen water to soil solid mass for

fully thawed zone
w Solution parameter for Eqs. (27) and (28)
C1 volumetric bulk heat capacity of frozen zone

(Eq. (18))
C3 volumetric bulk heat capacity of fully thawed

zone (Eq. (19))
k1 bulk thermal conductivities of the frozen zone

(Eq. (20))
k2 bulk thermal conductivity of fully thawed zone

(Eq. (21))
T1 temperature at distance x in fully frozen zone
T2 temperature at distance x in ‘mushy’ zone
T3 temperature at distance x in fully thawed zone
Tf liquidus temperature
Tm solidus temperature
T0 initial condition temperature
Ts boundary temperature
x distance
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be influenced by advection of flowing porewater [e.g. [13]].
Where there is seasonal or annual freezing of porewater in
the subsurface, the formation and melting of ice will affect
heat conduction because the bulk thermal properties of
the soil change. Ice has a different heat capacity and thermal
conductivity than liquid water and solid aquifer matrix [14].
The latent heat released as ice forms can be at least ten times
greater than that released by heat capacity alone [15].

The advection of heat is also affected by the formation of
ice. Porewater velocities decrease with ice formation [16]
and the decrease in hydraulic conductivity in places may
temporarily confine shallow groundwater flow systems.
Finally, freezing and thawing of porewater may interact
with groundwater flow systems and precipitation/snow melt
at the land surface in complex feedback mechanisms [10].

Several numerical models incorporate freezing and
thawing processes into porewater flow models. An early
Please cite this article in press as: McKenzie JM et al., Groundwater
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model by Hwang et al. [17] simulated the interaction of sur-
face structures on permafrost. Hansson et al. [18] simulated
water and vapor flow with a 1-dimensional model based on
the HYDRUS-1D model [19]. Ippisch [20] simulated water
and vapor flow using a finite difference approach and
found that for permafrost situations, the flow of water in
near-freezing regimes is the most important control on
ice extent. Mottaghy and Rath [21] used a finite difference
model [22] for saturated porewater flow with ice formation
to show the importance of latent heat in reconstructing
paleoclimate using borehole temperature inversions. The
STOMP model [23] was designed for the transport of
organic contaminants in the subsurface and includes the
freezing and thawing of porewater. The COUP [24] and
SHAW [25] models are 1-dimensional simulators of heat,
with freezing and thawing, and mass transfer. The
TEMP/W [26] model, a numerical simulation of the freez-
flow with energy transport and water–ice phase change: ..., Adv
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ing and thawing of pore water where freezing is limited to a
calculated freezing zone, is an add-on component for the
geotechnical GEO-SLOPE modeling environment.

Models of heat transport in the subsurface for cold
regions with ice formation must incorporate changes in
thermal and hydraulic properties as a function of ice con-
tent. Presented herein is SUTRA-ICE, a numerical model
that incorporates ice formation and melt as a modification
to the SUTRA numerical solute, heat, and water transport
code [27] for the case of fully saturated flow. SUTRA-ICE
can simulate the phase transformation of porewater to ice
over a range of subfreezing temperatures (without ice seg-
regation or layering), along with the associated changes
in heat capacity, thermal conductivity, relative permeabil-
ity, density, and the latent heat of formation. The model
presented here is fully 3-dimensional and is easily modified
by the user. The SUTRA-ICE model is verified by compar-
ing its results to a closed-form analytical solution for ice
formation [28]. Two potential 2-dimensional benchmark
problems are suggested that incorporate both flowing pore-
water and ice formation. Finally, the modified code is
applied to evaluate the impact of ice formation on tempo-
ral changes of the thermal profile in a large peat bog.

2. Methods

2.1. Numerical model

The SUTRA computer code [27,29] is modified to incor-
porate freezing and thawing properties within the context
of its energy transport model. The modifications are for
intermediate and regional hydrogeologic spatial scales,
and focus on the interaction of ice formation/melting with
groundwater flows and temperature regimes in the subsur-
face that affects the location and temporal persistence of
groundwater recharge and discharge areas. Pressure effects
that cause mechanical changes, particularly pore-size
increase and ice-lensing, are a different focus than the
objectives of our research and model development.
SUTRA allows modeling of variable density, mass trans-
port of fluid, solute and/or energy transport under satu-
rated and/or unsaturated conditions, and it solves the set
of governing equations for thermal energy and fluid and
chemical mass transport through a combination of finite
element and finite difference approximations. SUTRA is
very powerful because it can be configured to represent a
wide range of hydrogeologic conditions, and new processes
can be easily added by the user.

The code is modified by changing the spatial properties
of the porous matrix that occur when temperatures at a
specific model node or element are below the freezing
point, 0 �C. These include the effects of ice on the thermal
conductivity, heat capacity, permeability of the porous
medium, and the latent heat of formation of ice. Values
of thermal conductivity and heat capacity change as a func-
tion of ice content, and are based on volume-weighted
averages through the soil profile as a first approximation
Please cite this article in press as: McKenzie JM et al., Groundwater
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[15]. It is assumed that the ice is immobile, the medium is
nondeformable, and freezing point depression due to solute
concentrations is negligible.

2.2. Thermal properties

The bulk thermal conductivity, k, including solid matrix,
water and ice is calculated by a volumetric average approx-
imation [15]:

k ¼ eSwkw þ eSiki þ ð1� eÞks ð1Þ
where e is the porosity, Sw and Si are the saturation of li-
quid water and ice, and kw, ks, and ki are the thermal con-
ductivities of liquid water, the solid matrix, and ice,
respectively. If there is no ice, then Eq. (1) simplifies to
the original equation for thermal conductivity used in SU-
TRA, k = e Swkw + (1 � e)ks. The saturation of ice and
water consists of their relative volumetric proportions
within the pores. The SUTRA-ICE model presented herein
assumes fully saturated conditions and therefore:

Sw þ Si ¼ 1 ð2Þ
oSw

oT
¼ � oSi

oT
ð3Þ

where T is temperature. An apparent heat capacity, Ca, is
used [18,30] that incorporates both the heat capacity of
ice and the latent heat:

Ca ¼ ewqcw þ eiqici þ esqscs þ eqiLf

oSw

oT
ð4Þ

where ew = eSw, ei = e (1-Sw), and es=(1-e) are the liquid
water, ice, and solid matrix fractional volumes respectively,
q, qi, and qs are the densities of liquid water, ice and the
solid matrix respectively, ci, cs, and cw are the heat capaci-
ties of ice, solid matrix and water respectively, Lf is the la-
tent heat of formation of ice, and eqioSW/oT is the mass of
water per volume porous medium that is produced by melt-
ing as T increases. Assuming fully saturated conditions, the
apparent heat capacity is:

Ca ¼ e Swqcw þ Siqicið Þ þ 1� eð Þqscs � eqiLf

oSi

oT
ð5Þ
2.3. Soil freezing functions

In soils, porewater freezes over a range of temperatures
below freezing [15]. As soil temperatures decrease below
the freezing point for pure ice, there is a slight freezing point
depression because of dissolved salts in the porewater. Once
ice starts to form, ice does not immediately crystallize, but
forms gradually. Capillary and absorbtive forces are ampli-
fied as more water is converted to ice [15] because more of
the remaining fluid exists in the form of thin films. Even
when most of the soil water is frozen, a small amount of
super-cooled, unfrozen soil water remains which is the
residual saturation, Swres. The residual unfrozen water con-
sists of water molecules attached to grain surfaces and water
that has a significantly decreased freezing point caused by
flow with energy transport and water–ice phase change: ..., Adv
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increased dissolved solids that are excluded by ice forma-
tion. The freezing function for water-saturated soils is sim-
ilar in shape to the saturation function for unsaturated soils,
but depends on temperature instead of pressure (Fig. 1).

There are numerous functions used to describe the freez-
ing of a soil. Fig. 2 shows two commonly used functions
(without hysteresis) and derivatives of them. The freezing
Fig. 1. Generalized plot showing the analogy between the soil character-
istic function and soil freezing function for a given soil.

Fig. 2. (a) Examples of two possible freezing functions, the exponential an
temperatures below 0 �C in soils, as described by Eqs. (6) and (9) and (b) The s
functions shown.
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function should be smooth and easily differentiated,
because the derivative oSi/oT is used to determine the
apparent heat capacity in Eq. (5). The simplest freezing
function is a linear function:

Sw ¼ mT þ 1 if T > BT

Sw ¼ Swres if T < BT

ð6Þ

where m is the slope of the freezing function, and BT is de-
fined as the temperature at which the linear freezing func-
tion attains residual saturation, Swres, defined as:

BT ¼
Swres � 1

m
ð7Þ

The derivative of the linear freezing function (Eq. (6)) is:

oSw

oT
¼ m if T > BT

oSw

oT
¼ 0 if T < BT

ð8Þ

Another possible freezing function is an exponential func-
tion [31]:

Sw ¼ 1� Swresð Þ exp � T � T L

w

� �2
" #

þ Swres ð9Þ

where TL is the liquidus or freezing point, usually 0 �C, and
w is a fitting parameter. The derivative of the exponential
freezing function with respect to temperature is:

dSw

dT
¼ � 1� Swresð Þ 2ðT � T LÞ

w2
exp � T � T L

w

� �2
" #

ð10Þ
d the linear, which can be used to describe the formation of ice with
lopes of the functions in Fig. 2a. Inset Table: Parameters used for the two

flow with energy transport and water–ice phase change: ..., Adv
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2.4. Permeability

Ice that forms in pore space will decrease the permeabil-
ity as it clogs open pores and restricts the movement of
water. To represent this decrease, a relative permeability,
kr, is used, where the effective permeability is the product
of the fully saturated permeability and the relative perme-
ability. The relative permeability is less than unity for ice
saturations greater than zero. The relative permeability
cannot equal zero, or the flow equation cannot be solved;
however, a very small minimum value can be set.

The simplest function for changes in the relative perme-
ability with ice formation is a linear decrease in kr for tem-
peratures between freezing and the temperature at which
the residual saturation (BT; Eq. (7)) is reached. At this
point, an arbitrary small minimum value (10�6) of kr is
assigned:

kr ¼
10�6 � 1

BT

� �
T þ 1 if T > BT

kr ¼ 10�6 if T < BT

ð11Þ

An impedence factor can also be used to calculate the rel-
ative permeability kr [32]. Again, the minimum relative per-
meability is limited at 10�6.

kr ¼ 10�XQ if 10�XQ > 10�6

kr ¼ 10�6 if 10�XQ
6 10�6

ð12Þ

where X is the empirically derived impedance factor, and Q
is defined as the ice content, equal to eSi. Hansson et al. [18]
use a different definition of Q: the ratio of the ice content to
the total (minus the residual) water content.

The direct measurement of the freezing function for a
given soil is difficult, and limited data is available for most
soil types [14,33]. Koopmans and Miller [34] empirically
found that for a given soil, the characteristic shape of the
saturation function (for unsaturated soils) is the same as
the shape of the freezing function for fully saturated soils
(Fig. 1). The relationship between the two similar functions
depends only on the ratio of interfacial tensions between
the air–water and water–ice‘ interfaces [35] and the
water–air and ice–water pressures calculated using the Cla-
peyron equation [36]. If the relationship between the two
functions can be calculated, one can employ a known
(e.g. laboratory-measured) unsaturated function for a soil
as the soil’s freezing function. For example, Grant [37] pro-
vides a method for using the unsaturated van Genuchten
function [38] for calculating the freezing function and rela-
tive permeability due to ice formation. However, this alter-
native approach is not used in the examples discussed
herein.

2.5. SUTRA-ICE equations

The SUTRA governing equations [27] modified for
fully saturated soils, heat transport with ice formation
are:
Please cite this article in press as: McKenzie JM et al., Groundwater
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SwqSop þ eq
oSw

op

� �
op
ot
þ e qi � qð Þ oSi

oT
þ eSw

oq
oT

� �
oT
ot

�r
kkrq

l

� �
� rp � qgð Þ

� �
¼ Qp ð13Þ

and

e Swqcw þ Siqicið Þ þ 1� eð Þqscs � eqiLf

oSi

oT

� �
oT
ot

þ eSwqcwv � rT �r

� eSw kwI þ D
� �

þ eSikI I þ 1� eð ÞksI
h i

� rT
n o
¼ Qpcw T � � Tð Þ þ eSwqcw

0 þ 1� eð Þqsc
s
0 ð14Þ

where Sop is the specified pressure storativity (the volume
of water released from saturated pore storage due to a unit
drop in fluid pressure per total solid matrix plus pore vol-
ume), p is pressure, t is time, k is the permeability tensor, l
is the viscosity of liquid water, g is gravity, v is the average
fluid velocity, Qp is porewater inflow, I is the identity ten-
sor, D is the dispersion tensor, T* is the temperature of the
source fluid, and cw

0 and cs
0 are energy sources in the fluid

and in the solid grains respectively. Eq. (13) describes the
balance of water mass in variable density porewater as im-
pacted by fluid fluxes due to temperature and pressure gra-
dients, and Eq. (14) describes the balance of thermal energy
as impacted by energy fluxes due to conduction, advection,
and sources or sinks. The term e qi � qð Þ oSi

oT in Eq. (13) de-
rives from application of Eq. (3). Eqs. (13) and (14) are
the main governing equations and Eq. (6)–(12) describe
the freezing functions and permeability during freezing in
the SUTRA-ICE code. The equations as formulated do
not include cryostatic pressure effects, which may draw li-
quid water towards the freezing zone [e.g. [39]].

2.6. Comparison with exact analytical solution

The SUTRA-ICE model is tested by comparison with
the three-zone analytic solution presented by Lunardini
[28]. This is an exact analytical solution for the propagation
of subfreezing temperatures in a porous semi-infinite, ini-
tially nonfrozen medium with time, t. The solution is sim-
ilar to the Neumann solution [40] for the movement of a
freezing front that considers only two zones: a frozen and
a thawed zone. The Lunardini solution divides the problem
into three zones (Fig. 3) where zone 1 is fully frozen, with
only the residual amount of unfrozen water; zone 2 is
‘mushy’, with both ice and water; and zone 3 is fully
thawed. The Lunardini [28] solution is given below:

T 1 ¼ T m � T sð Þ erf x=2
ffiffiffiffiffiffi
a1t
pð Þ

erf wð Þ þ T s ð15Þ

T 2 ¼ T m � T fð Þ erf x=2
ffiffiffiffiffiffi
a4t
pð Þ � erf cð Þ

erf cð Þ � erf w
ffiffiffiffiffiffiffiffiffiffiffi
a1=a4

p� �þ T f ð16Þ

T 3 ¼ T 0 � T fð Þ�erfc x=2
ffiffiffiffiffiffi
a3t
pð Þ

erfc c
ffiffiffiffiffiffiffiffiffiffiffi
a4=a3

p� � þ T 0 ð17Þ
flow with energy transport and water–ice phase change: ..., Adv



Fig. 3. Design of the simulation for comparing the SUTRA-ICE model with the Lunardini solution. X1(t) and X(t), the distances from the specified
temperature boundary to the solidus and liquidus respectively, increase with time, and can be calculated from the analytical Lunardini [28] solution (Eqs.
(15)–(28)). Distances are in meters and the initial grid spacing is uniform with Dx = 1 cm and Dy = 50 cm.

Table 1
Parameters used in analytical solution by Lunardini [28]

Parameter Value

T0 (�C) 4
Ts (�C) �6
Tf (�C) 0
Tm (�C)a �4, �1
k1 (J/s m C) 3.464352
k2 (J/s m C) 2.941352
k3 (J/s m C) 2.418352
C1 (J/m3 C) 690360
C2 (J/m3 C) 690360
C3 (J/m3 C) 690360
nf (kgwater/kgsolid) 0.0782
n0 (kgwater/kgsolid) 0.2
Lf (J/kg) 334720
cd (kg/m3) 1680
ca 1.395, 2.062
wa 0.0617, 0.1375

a Model was run for two cases, Tm = �4 and Tm = �1.
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where T1, T2, and T3 are the temperatures at distance, x,
from the temperature boundary for zones 1, 2, and 3,
respectively; erf and erfc are the error function, and the
complimentary error function respectively; T0, Tm, Tf,
and Ts are the temperatures of the initial conditions; the
solidus, the liquidus, and the boundary temperature,
respectively; a1 and a3 are the thermal diffusivities for zones
1 and 3, respectively, defined as k1/C1 and k3/C3 where C1

and C3 are the volumetric bulk-heat capacities of the frozen
and thawed zones, defined as:

C1 ¼ eqwcwSwres þ eqici 1� Swresð Þ þ 1� eð Þqscs ð18Þ
C3 ¼ eqwcw þ 1� eð Þqscs ð19Þ

and k1 and k3 are the bulk thermal conductivities of the
frozen and thawed zones, defined as:

k1 ¼ ekwSwres þ eki 1� Swresð Þ þ 1� eð Þks ð20Þ
k3 ¼ ekw þ ð1� eÞks ð21Þ

For the solution presented here, the thermal diffusivity of
the mushy zone is assumed to be constant across the tran-
sition region, and the thermal diffusivity with latent heat
term included, a4, is defined as:

a4 ¼
k2

C2 þ cdLf Dn
T f�T mð Þ

ð22Þ

where cd is the dry unit density of soil solids, cd = (1�e)qs,
and Dn = n0 – nf where n0 and nf are the ratio of unfrozen
water to soil solid mass for the fully thawed and frozen
conditions, respectively, defined as:

n0 ¼
eqw

1� eð Þqs

ð23Þ

nf ¼
eSwresqw

1� eð Þqs

ð24Þ

For a time, t, in the region from 0 6 x 6 X1(t) the tem-
perature is T1 (from Eq. (15)), where X1 is:

X 1 tð Þ ¼ 2w
ffiffiffiffiffiffi
a1t
p

ð25Þ
and from X1(t)6 x 6 X(t) the temperature is T2 (from Eq.
(16)), where X(t) is:

X tð Þ ¼ 2c
ffiffiffiffiffiffi
a4t
p

ð26Þ
Please cite this article in press as: McKenzie JM et al., Groundwater
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and for x P X(t) the temperature is T3 (from Eq. (17)).
The unknowns, w and c, are found by iteratively solving
the following two simultaneous equations:

T m�T sð Þ
T m�T fð Þe

�w2 1�a1=a4ð Þ ¼
k2

k1

ffiffiffiffiffiffiffiffiffiffiffi
a1=a4

p
erf wð Þ

erf cð Þ� erf w
ffiffiffiffiffiffiffiffiffiffiffi
a1=a4

p� � ð27Þ

T m�T fð Þk2=k3

T 0�T f

ffiffiffiffiffiffiffiffiffiffiffi
a3=a4

p
e�c2 1�a4=a3ð Þ ¼

erf cð Þ� erf
ffiffiffiffiffiffiffiffiffiffiffi
a1=a4

p
w

� �
erfc c

ffiffiffiffiffiffiffiffiffiffiffi
a4=a3

p� �
ð28Þ

Lunardini’s [28] analytical solution assumes that the ther-
mal diffusivity of the mushy zone is constant, and to allow
direct comparison of values, the SUTRA-ICE code was
modified to disallow the usual variability of this parameter
for this particular situation. The choice of the relative per-
meability function for this case is arbitrary, as no flow
occurs. Verification of the model against this analytical solu-
tion was attempted for the two sets of parameters given by
Lunardini [41]: Tm = �4 �C and for Tm = �1 �C (Table
1). The SUTRA-ICE code results successfully match the
analytical solution for these two sets of parameters
(Fig. 4). The maximum absolute error for the Tm = �4 �C
flow with energy transport and water–ice phase change: ..., Adv



Fig. 4. Comparison of the results for the Lunardini solution to that of
SUTRA-ICE, for Tm = �4 and Tm = �1.
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case was 0.01 �C or 0.1% of the total temperature range, and
for the Tm = �1 �C case, the maximum absolute error was
0.1 �C or 1% of the total temperature range. Thus, the
SUTRA-ICE code properly represents the physics of soil
freezing for a fully saturated porous medium with non-flow-
ing water.
Table 2
Model parameters used in SUTRA-ICE simulations

Parameter Lunardini

Physical properties

Gravity (m/s2) 0
Fluid specific heat (J/kg) 4187
Ice specific heat (J/kg) 2108
Ice thermal conductivity (J/s m C) 2.14
Density of ice (J/kg) 920
Latent heat of fusion (J/kg) 334000
Fluid thermal conductivity (J/s m C) 0.58
Fluid compressibility [kg/(m s2)]�1 0
Solid matrix compressibility [kg/(m s2)]�1 0
Solid grain specific heat (J/kg) 840
Solid grain conductivity (J/s m C) 2.9
Density of solid grains (kg/m3) 2600
Porosity (–) 0.05
Permeability (m2) 10�10

Anisotropy (kvertical: khorizontal) 1:1
Longitudinal dispersivity (m) 0
Transverse dispersivity (m) 0

Time step controls

Time step size (h) 0.25
Total simulation time (days) 1

SUTRA-ICE parameters

Freezing function Lsw

Freezing function parameters m = 0.25–2.0
Residual saturation 0
Relative permeability method Lkr

Relative permeability parameters N/A
Minimum Kr 10�6

EXP = Lunardini, Eq. (9); Lsw = linear saturation method, Eq. (6); Lkr = line
meability method, Eq. (12).

a Time step is variable: Initial time step = 1 h; Multiplier for time step change
allowed time step size = 12 h.

Please cite this article in press as: McKenzie JM et al., Groundwater
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2.7. Sensitivity of freezing process to freezing function shape

The sensitivity of the shape of the freezing function and
the latent heat was evaluated by simulating a Neumann-
type problem using the linear freezing function for four
parameter sets, m = 0.25, 0.5, and 1.0, and m = 0.5 without
latent heat. The other parameters are the same as the
Lunardini simulation (Table 2) and the results are shown
in Fig. 5. Use of a steep freezing function results in a nar-
row freezing front having a small distance between the liq-
uidus (i.e. the freezing point, 0 �C) and the solidus (i.e. the
point at which the soil freezing function reaches the resid-
ual saturation). Using less-steep freezing functions results
in a wider mushy zone. The difference in onset distances
of freezing may be due to the large amount of latent heat
released that hinders additional ice formation, and the
amount of release is controlled by the slope of the freezing
function.

Without latent heat, the temperature and saturation
profiles are entirely controlled by heat capacities and ther-
mal conductivities of the water and ice. The effect of
latent heat is much greater than just the heat capacities,
and as such it controls the distribution of temperature
and ice. The release of latent heat acts to ‘slow’ progres-
Frozen wall Hill slope Peat Bog

0 �9.81 �9.81
4182 4182 4182
2108 2108 2108
2.14 2.14 2.18
920 920 920

334000 334000 334000
0.6 0.6 0.58
0 4.47 · 10�10 0
0 10�8 0

840 840 1920
3.5 3.5 .25

2600 2600 1300
0.1 0.1 0.4

10�10 10�10 10�10

1:1 1:100 1:1
5 5 0.4

0.5 1 0

a 6 1
800 365.25 390

EXP Lsw EXP EXP
W = 0.5 m = 1 W = 0.05 W = 0.5
0.05 0.025 0.005 0.1
IMP Lkr IMP IMP
X = 50 N/A X = 5 X = 8
10�6 10�6 10�6

ar relative permeability method, Eq. (11); imp = impedance relative per-

cycle = 2; Number of time steps in time step change cycle = 6; Maximum
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Fig. 5. Results from using three sets of parameters for the linear freezing function (a) with the model setup as show in Fig. 3. (b) and (c) show the results
for the saturation and the temperature with distance respectively.
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sion of the freezing front and to create a steeper temper-
ature divide between the fully frozen and unfrozen
regions.

3. Benchmarking suggestions

Models that incorporate both mass and energy trans-
port with ice formation are difficult to verify against analyt-
ical solutions because there are few solutions that solve this
problem. Solutions that are available [41,42] focus primar-
ily on either ice-forming or melting with static water, are
usually 1-dimensional. Following are two suggested heat
Please cite this article in press as: McKenzie JM et al., Groundwater
Water Resour (2006), doi:10.1016/j.advwatres.2006.08.008
transport problems that may be used for comparison of
model results among simulation codes that represent the
freeze–thaw process.

3.1. Frozen wall problem

The ‘‘frozen wall problem’’ is a 2-dimensional areal
model with warm porewater (5 �C) flowing into a domain
that is partially intersected by a region with a specified sub-
freezing temperature (�5 �C). The simulation is in the hor-
izontal plane, thereby negating variable density flow. The
parameters used in the problem are given in Table 2 and
flow with energy transport and water–ice phase change: ..., Adv
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the configuration and boundary conditions are described in
Fig. 6. This configuration, although hypothetical, is chosen
because it is similar to what is expected for frozen soil
boundaries used in the remediation of groundwater con-
tamination [43]. The modeled area is initially at a temper-
ature of 5 �C and water of the same temperature steadily
recharges the area from one side. At the start of the simu-
lation, a specified subfreezing temperature is set within the
hypothetical wall, which is held at this temperature
throughout the simulation. This may be considered as
one half-section of a larger region containing a series of
walls with uniform spacing that are perpendicular to the
regional groundwater flow direction.

The simulation results of the frozen wall problem are
shown in Figs. 7 and 8. At the �5 �C specified tempera-
ture boundary region (i.e., the wall), ice forms along the
leading edge of the boundary and a wedge of ice is formed
behind the boundary. The cold temperatures from the ice
boundary are conducted both upstream and downstream.
The ice forms an essentially impermeable barrier to flow,
forcing porewater to flow around the wall at a higher
velocity due to the decreased flow area. The ice distribu-
tion reaches steady state conditions by 800 days. Fig. 8
compares results for the linear and exponential freezing
functions. The linear freezing function does not decrease
in value as quickly as the exponential function, thereby
allowing more water flow through the mushy zone and
creating a wider ice-forming zone and greater distribution
of colder temperature water downgradient from the frozen
wall. Numerical convergence experiments showed that the
results of the simulation do not change appreciably for
models with finer mesh-spacing or with shorter initial
and maximum time step size.

3.2. Hill slope with seasonal freezing problem

The hill slope benchmark problem is a simplified cold
region groundwater flow system, wherein recharge from a
local topographic high discharges to two water bodies
(e.g. lakes) with different surface elevations. During winter
the topographic recharge system is ‘cut off’ by ground
Fig. 6. Design of suggested frozen wall benchmark problem. The grid spacing
are in meters and (x, y) locations refer to (horizontal, vertical) distances.
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freezing, and flow then is predominately from the higher
lake to the lower lake (Fig. 9). The exchange of energy
between the atmosphere and ground surface is represented
in a simple manner using a thermal boundary layer. The air
temperature is described by a sinusoidal function with a 10�
amplitude centered on an average annual temperature of
2 �C with a period of 1 year:

T air ¼ 2� 10 sin
2pt

365:25

� �� �
ð29Þ

where t is the time in days, and Tair is the air temperature.
The boundary layer is represented within the model as a
1 m thick porous medium, with a thermal conductivity of
1.25 W/m �C, essentially zero permeability (k = 10�40

m2), and zero heat capacity. The boundary layer is modeled
by specifying these thermal conductivity and permeability
values for the top row of elements, with heat capacities in
the top row of nodes set to zero. In the row of nodes just
below the thermal boundary layer is a specified-pressure
boundary condition, with a pressure of zero representing
conditions at the water table. Any water that flows into
the hillside from the specified pressure boundary has the
same temperature as the air (Eq. (29)). The point of this
combination of the boundary layer and water recharge is
to accommodate two thermal conditions at the land sur-
face. During recharge, the subsurface thermal regime is
mainly impacted by the temperature of recharging water
and during the cold no-recharge period, when ice blocks
the pores, the air temperature is conducted to the ground
through the boundary layer.

The bottom of the model has a no-flow boundary condi-
tion and a specified temperature boundary condition of
2 �C. This approximates the conditions at a confining unit
below which groundwater remains at 2 �C throughout the
year. The pressure along the bottom of the lakes is the
hydrostatic pressure of the water column, set in the model
as a depth-dependent specified hydrostatic pressure. The
parameters used in the hillside problem are given in Table
2 and the configuration and boundary conditions are
described in Fig. 9. The simulation was run for a total of
one year using a 6 h time step.
was Dx = Dy = 0.5 m. TIN is the temperature of inflowing fluid. Distances
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Fig. 7. Temperature, ice saturation and velocity results for the frozen wall benchmark problem at various time increments. The steady state results (800
days) are in Fig. 8. The results are with the exponential freezing function (w = 0.025; residual = 0.025) and the impedance relative permeability function
(X = 10). For the saturation of water (Sw) results, the white area has a saturation of 1. The velocity vectors move away from the square vector base.
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A mesh and time-step refinement study was used to
ensure that the presented solution does not depend on
mesh-spacing and time-step size. The zone in which ice
Please cite this article in press as: McKenzie JM et al., Groundwater
Water Resour (2006), doi:10.1016/j.advwatres.2006.08.008
forms requires very small vertical grid spacing (Dy 6 6 cm),
but the model results do not vary significantly for time step
sizes less than 24 h. Models that have higher frequency
flow with energy transport and water–ice phase change: ..., Adv



Fig. 8. Comparison of the results of wall freezing problem at 800 days (steady state) for the linear freezing and permeability functions versus the
exponential freezing function and the impedance relative permeability function. For the saturation of water results, the white area has a saturation of 1.
The velocity vectors indicate flow away the square base, and the magnitude is proportional to the length of the line.

Fig. 9. Design of a suggested 2-dimensional hill-slope benchmark problem. The top 2 rows of nodes, from x = 50 to 950 m, simulate a boundary layer as
described in the text. The boundary layer is a 1 m thick row of elements with a row of specified-temperature nodes for the surface temperature and row of
specified-pressure nodes for the land surface. The sloped upper right and upper left corners of the model represent lakes. The lake bottoms, represented by
specified-pressure nodes, are set to hydrostatic pressure of the lake water column and any water that flows into the aquifer from a lake has a temperature of
2 degrC. Distances are in meters and (x, y) locations refer to (horizontal, vertical) distances.
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temperature boundary fluctuations may require a smaller
time-step.

The simulated ground surface temperatures are shown
in Fig. 10, the temperature and ice saturation results are
shown in Fig. 11 and detailed temperature and saturation
results below the hill crest are in Table 3. Results show
that there is a several-degree difference in air- and ground
surface temperature (at the specified pressure boundary)
during parts of winter and summer seasons due to the
simulated thermal boundary layer, including a lag in
ground surface warming in the spring. As temperatures
Please cite this article in press as: McKenzie JM et al., Groundwater
Water Resour (2006), doi:10.1016/j.advwatres.2006.08.008
at the ground surface decrease below freezing, subsurface
ice starts to form first at the hillcrest, because cold water
is most strongly advected downwards in this region. As
the subzero temperatures propagate into the near-surface
layers of the model, the relative permeability decreases,
cutting off the downward vertical flow, and separating
the zone of active groundwater recharge into two parts
that shift downhill towards each lakes. When winter-time
hilltop recharge is essentially stopped, the flow field is
then predominately from the higher lake to the lower
lake.
flow with energy transport and water–ice phase change: ..., Adv



Fig. 10. Temperatures across the boundary layer in the hill-slope model. Ground surface temperatures and air temperatures refer to temperatures at the
specified pressure and specified temperature boundaries respectively. The x distances refer to horizontal distance from the left edge of the model in meters.
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During the spring, when the surface temperatures rise
above freezing, the ice first vanishes nearest the lakes and
this open zone progressively extends up the hill slopes,
while at the same time the ice zone melts from above.
Above the melting ice zone, a very shallow flow system
connects the hillcrest and the larger flow systems via water
flowing above the remnant ice zone. During the summer
the original flow system is restored, and warm water is
advected into the model, in particular at the hillcrest of
the model where the porewater flow direction is primarily
downward. At the end of the first-year cycle, a warm region
of water remains underground that affects ice formation
the following year (by preferentially warming the region
below the hillcrest). It takes several years to reach a
dynamic steady state wherein the ice evolution for each
yearly cycle is the same (not shown).

4. Freezing in a peat bog

The field temperature data used to test the modified
numerical model was obtained from an intensively instru-
mented bog in the Glacial Lake Agassiz Peatlands, Minne-
sota [44,45] (Fig. 12). At the crest of a large raised bog,
thermocouples were installed at 0, 25, 50, 75, 100, 125,
150, 200, 250, 300, 350, and 400 cm depths [6]. Tempera-
ture and atmospheric pressure were measured approxi-
mately 1 m above the land surface. The data are stored
with a solar powered data logger connected to a mobile
phone for data access. From June 18, 1998, to August
18, 2000, temperature data were averaged at a minimum
of every 5 min and a maximum of an hour per day
(Fig. 12; shows first 14 months only). The hydraulic head
data were averaged over 5 min to 1 h intervals [46].

The instrumentation was installed at the hydrologic
divide on the crest of the Red Lake Bog where porewater
mostly moves in the vertical plane [46]. Here, because of
dimensionality considerations [47], moving heat and water
can be simulated as vertical, 1-dimensional flow.
Please cite this article in press as: McKenzie JM et al., Groundwater
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There are cyclical seasonal and daily changes in the tem-
perature profiles in the peat. The main control on the ther-
mal cycles is temperature at the surface of the peat profile
(Fig. 12). The temperature at the base of the peat profile is
nearly constant at �4.8 �C. The surface peat temperature
fluctuates from �34.1 to 25.9 �C over the course of the
data-collection period, and the pattern of fluctuations is a
subdued replica of the local air temperature.

To model the temperature profiles at the site with
SUTRA-ICE, a specified pressure condition (p = 0 Pa)
for the top boundary, reflecting the water table was used
and no-flow boundaries were used on the sides. The eleva-
tion of the groundwater table was held constant at the peat
surface because the elevation of the water table only fluctu-
ated a small amount (<10 cm) over the period of record.
The bottom of the model was a specified temperature
boundary.

The energy transport model was run in transient mode
with 2 h time steps. Specified-temperature boundaries were
applied to the top and bottom of the model. The input tem-
perature values for the heat boundaries were changed daily
based on mean daily temperature values taken from the
field measurements of air temperature at the peat surface
and water temperature at the bottom of the peat column.

An important calibration variable was the shape of the
freezing function, with a steeper function decreasing the
ice zone’s extent. The freezing curve used in calibrating
the model was based on the wide range of values for peat
that were compiled by Farouki [14]. The porosity was also
an important variable in calibrating the energy transport
model. The calibrated model had a high effective porosity
of 40%, which was realistic considering that peat has very
high water content. The porosity affects the energy trans-
port primarily in winter; as ice forms, latent heat is released
and the bulk thermal conductivity of the system changes as
the ratio of water to ice changes.

The SUTRA-ICE simulation closely represents both the
depth of ice and the measured temperature profiles at the
flow with energy transport and water–ice phase change: ..., Adv



Fig. 11. Results of the hill-slope model for temperature, saturation, and velocity. The velocity vectors indicate flow away the square base, and the
magnitude is proportional to the length of the line. The ice saturation indicates the percentage of pore-space filled by ice; ice saturation less than 1% is not
shaded. The 90 and 270 day saturation results have illustrative arrows showing the generalized winter and summer flow regime respectively.
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Red Lake Bog, MN (Fig. 13). The measured and modeled
results both show that the 0 �C isotherm did not penetrate
below 25 cm depth during the winters of 1999 and 2000,
Please cite this article in press as: McKenzie JM et al., Groundwater
Water Resour (2006), doi:10.1016/j.advwatres.2006.08.008
indicating that the SUTRA-ICE code was able to suitably
simulate the depth of ice formation. In addition to match-
ing the temperature profiles well, the SUTRA-ICE model
flow with energy transport and water–ice phase change: ..., Adv



Table 3
Detailed near-surface temperature and ice saturation results for the hill slope problem at the hill-crest (x = 350)

Timeb Deptha

�100 0 50 100 150 200 250 300 350 400 450 500

Air T Tc Si
d T Si T Si T Si T Si T Si T Si T Si T Si T Si T Si

0 2.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00
25 �2.17 �0.12 0.06 0.03 0.00 0.21 0.00 0.39 0.00 0.59 0.00 0.79 0.00 0.97 0.00 1.14 0.00 1.29 0.00 1.42 0.00 1.54 0.00
50 �5.58 �0.51 0.63 �0.21 0.15 �0.04 0.01 0.08 0.00 0.19 0.00 0.31 0.00 0.43 0.00 0.55 0.00 0.67 0.00 0.79 0.00 0.90 0.00
75 �7.61 �1.08 0.98 �0.31 0.32 �0.07 0.02 0.05 0.00 0.16 0.00 0.28 0.00 0.38 0.00 0.49 0.00 0.59 0.00 0.69 0.00 0.79 0.00

100 �7.89 �1.81 0.99 �0.78 0.91 �0.16 0.10 �0.01 0.00 0.10 0.00 0.20 0.00 0.31 0.00 0.41 0.00 0.50 0.00 0.59 0.00 0.69 0.00
125 �6.37 �1.99 0.99 �1.16 0.99 �0.40 0.47 �0.09 0.03 0.02 0.00 0.12 0.00 0.22 0.00 0.32 0.00 0.41 0.00 0.50 0.00 0.58 0.00
150 �3.32 �1.58 0.99 �1.11 0.99 �0.59 0.74 �0.17 0.11 �0.03 0.00 0.06 0.00 0.15 0.00 0.24 0.00 0.33 0.00 0.41 0.00 0.50 0.00
175 0.69 �0.85 0.94 �0.79 0.91 �0.56 0.71 �0.24 0.20 �0.07 0.02 0.02 0.00 0.10 0.00 0.19 0.00 0.27 0.00 0.35 0.00 0.42 0.00
200 4.94 �0.45 0.55 �0.59 0.75 �0.48 0.60 �0.25 0.23 �0.09 0.03 �0.01 0.00 0.07 0.00 0.15 0.00 0.22 0.00 0.30 0.00 0.37 0.00
225 8.66 1.37 0.00 0.16 0.00 �0.40 0.47 �0.25 0.22 �0.11 0.05 �0.03 0.00 0.05 0.00 0.12 0.00 0.18 0.00 0.25 0.00 0.32 0.00
250 11.16 7.73 0.00 7.28 0.00 6.71 0.00 6.10 0.00 5.48 0.00 4.86 0.00 4.26 0.00 3.68 0.00 3.15 0.00 2.66 0.00 2.23 0.00
275 12.00 10.08 0.00 9.81 0.00 9.45 0.00 9.04 0.00 8.60 0.00 8.13 0.00 7.64 0.00 7.14 0.00 6.62 0.00 6.10 0.00 5.59 0.00
300 11.01 10.32 0.00 10.21 0.00 10.04 0.00 9.84 0.00 9.60 0.00 9.33 0.00 9.03 0.00 8.69 0.00 8.33 0.00 7.95 0.00 7.55 0.00
325 8.38 8.86 0.00 8.90 0.00 8.92 0.00 8.93 0.00 8.90 0.00 8.84 0.00 8.75 0.00 8.63 0.00 8.48 0.00 8.29 0.00 8.08 0.00
350 4.59 6.12 0.00 6.29 0.00 6.49 0.00 6.68 0.00 6.86 0.00 7.00 0.00 7.13 0.00 7.22 0.00 7.28 0.00 7.30 0.00 7.29 0.00
365.25 2.00 4.05 0.00 4.30 0.00 4.59 0.00 4.88 0.00 5.15 0.00 5.41 0.00 5.65 0.00 5.86 0.00 6.04 0.00 6.19 0.00 6.30 0.00

a Depth, in cm, is the depth below the simulated land surface. At the hill crest, 0 cm depth is at y = 26.5 m.
b Time is in days.
c T is temperature in �C.
d Si is the saturation of ice- the fraction of pore space filled by ice. An Si of 0 indicates there is no ice.

14
J

.M
.

M
cK

en
zie

et
a

l.
/

A
d

va
n

ces
in

W
a

ter
R

eso
u

rces
x

x
x

(
2

0
0

6
)

x
x

x
–

x
x

x

A
R

T
IC

L
E

IN
P

R
E

S
S

P
lease

cite
th

is
article

in
p

ress
as:

M
cK

en
zie

JM
et

al.,
G

ro
u

n
d

w
ater

fl
o

w
w

ith
en

ergy
tran

sp
o

rt
an

d
w

ater–ice
p

h
ase

ch
an

ge:
...,

A
d

v
W

ater
R

eso
u

r
(2006),

d
o

i:10.1016/j.ad
vw

atres.2006.08.008



Fig. 12. The measured temperature data, which were simulated using the modified SUTRA model, from the crest of the Red Lake Bog, Glacial Lake
Agassiz Peatland, Minnesota. The data gap was a result of field instrumentation failure. The inset shows the location of the field site.
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was able to correctly predict the timing of the rise in tem-
perature in the spring due to melting of ice. For compari-
son, the same model was run without the ice routine (i.e.
using the standard SUTRA code; [6]), and for the latter
simulation, spring temperatures warm too soon. This con-
firms that ice formation and melting is a process that must
be considered when evaluating the thermal regime in cold
climates.

5. Conclusions

In northern peatlands the formation and melting of
near-surface ice is an important process in the control of
heat transport and microbial activity [6]. The ice-formation
process in soils is analogous to desaturation processes in
the unsaturated zone, with ice-forming over a range of a
range of subfreezing temperatures until only the residual
water content remains. During the phase transition latent
heat is released, a process that can be modeled using an
apparent heat capacity. An existing groundwater flow
and energy transport code (SUTRA) was enhanced to
include these freeze/thaw processes.

SUTRA-ICE, a new model built on the existing SUTRA
framework, can simulate the formation and melting of ice.
The model was successfully verified by comparing its
results to an analytical solution and by matching field data.
Further verifications or improvements will ideally occur by
other researchers comparing their ice-forming model with
the benchmark problems offered herein, or by suggesting
additional benchmarks.

The shape of the freezing function is found to be very
important in controlling the rate and extent of ice forma-
tion. The simplified freezing functions used in the
SUTRA-ICE code capture the primary impacts of freezing
Please cite this article in press as: McKenzie JM et al., Groundwater
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on large hydrologic behavior. However, within the code,
users can easily implement other or more complicated
freezing functions. As ice forms over a range of tempera-
tures, latent heat is released in proportion to the slope of
the freezing function. If more ice is formed over a shorter
temperature interval, then more latent heat will be released
over a smaller temperature range. The released latent heat
has a higher energy content than the heat capacities of ice
and water, and during freezing, it significantly slows fur-
ther growth of ice [15].

Two possible benchmark problems are suggested that
may be used for comparison of other groundwater and
energy transport codes that incorporate subsurface freezing
and thawing. The first problem is an areal model with a
frozen barrier deflecting porewater flow. The second prob-
lem is a hill slope cross section with yearly sinusoidally-
varying air temperature inducing the formation of a freez-
ing zone that decreases and eventually ends groundwater
recharge to the hill, before melting during spring thaw.
The two suggested benchmark problems also show the
potential impact that ground ice may have on subsurface
hydrology.

A simulation considering both freezing and thawing is
necessary to explain the time changes in the vertical tem-
perature profiles in a peat bog in northern Minnesota.
The SUTRA-ICE model successfully matched both the
temperature distribution within the peat profile and the
timing of ice thaw in the spring.

The model applied here assumes, as a first approxima-
tion, that the thermal properties of ice are constant for
all temperatures, whereas thermal conductivity and heat
capacity of ice actually change with decreasing tempera-
ture. Furthermore, the current version of the SUTRA-
ICE model does not represent freezing in the unsaturated
flow with energy transport and water–ice phase change: ..., Adv



Fig. 13. Comparison of measured results for the Red Lake Bog temperature profiles with that of SUTRA and SUTRA-ICE. The two simulations were run
with identical parameters. Profiles are shown at the following depths: 0 cm, 25 cm, 50 cm, 100 cm, and 200 cm.
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zone or solute transport and the impact of solutes on freez-
ing. If the kr and Sw functions do not monotonically
decrease with decreasing temperatures below freezing, then
spurious porewater velocity may be present with ice forma-
tion. It is not clear whether these results are realistic and so
here, it is assumed that with the formation of ice in pores,
the porewater velocity will decrease, constraining the selec-
Please cite this article in press as: McKenzie JM et al., Groundwater
Water Resour (2006), doi:10.1016/j.advwatres.2006.08.008
tion of functionality for relative permeability and ice
saturation.

A code such as the SUTRA-ICE model can be used for a
variety of cold climate applications. Northern peatlands
are a major source of atmospheric methane, and the role
of ice formation affects the extent and timing of heat trans-
port into the peat profile. The model can also be used to
flow with energy transport and water–ice phase change: ..., Adv
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study the impact of near-surface ice formation on regional
hydrogeology, groundwater recharge, and contaminant
transport. In additionally, the 2-dimensional and 3-dimen-
sional SUTRA-ICE model may be used as a standard
groundwater flow model that includes the interaction of
subsurface ice with regional groundwater flow patterns.
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